*Joe:*

**Data**: Stanford Open Policing Dataset

**Link**: <https://openpolicing.stanford.edu/data/>

**Description**: Each row of data represents a stop. The data is broken up into datasets from different cities or regions. Depending on the specific dataset, you might have features like date, location, race of person stopped, sex of person stopped, officer id, etc. You can see what each dataset contains in the readme file: <https://github.com/stanford-policylab/opp/blob/master/data_readme.md>.

**Pros**: This dataset is fairly new (the paper that introduced it was published in 2020), so it would be a dataset that not many have worked on.

**Cons**: Each dataset is a bit different in terms of what features it contains, and also how much of each feature is not null.

**Size**: Unknown. I tested out one dataset that had about 1,000,000 stops (for state patrol), and it was .6 gbs. Could also combine with ACS/Census data (which is also fairly large depending what sample size chosen).

*Muhtasim:*

**Data:** Amazon co-purchasing/review data analysis

**Link:** <http://snap.stanford.edu/data/amazon-meta.html>

**Description:** Well, you have probably already seen it going to the link.

**Pros:** A few guidelines are provided by the instructor about what kind of analysis can be performed on this dataset. So, we can start from there and branch out to other interesting ideas if possible. Plus, we get to work with a famous company’s dataset which must possess some value. It’s a popular dataset as well, so I am guessing similar work might be available on the internet which would be helpful. However, I am pretty sure those works were not done under the big data/pyspark framework. So, it should work for our advantage.

**Cons:** The dataset is pretty old (from Summer 2006). But I found an updated version (2018) here: <https://nijianmo.github.io/amazon/index.html> (Amazon review data, not co-purchasing data).
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**Project Milestones**

**Part 1: Project Description**

**1. Problem Statement**

Our primary project objective is to replicate a search engine on a set of Amazon products. This application will take user search terms and present appropriate items matching the search. Our (tentative) secondary project objective is to look at co-purchasing patterns among Amazon customers.

1. Input and output

The data that we will use is the Amazon Review Data from a 2018 dataset. Given the metadata on the products and the reviews given by users, we think that this input will assist us in generating meaningful search results. For our initial objective, the input will be the search query, and the output will be the query results. For our co-purchasing analysis, we would input a co-purchasing pattern, and identify customers (as output) that fit that pattern.

1. Importance of the problem and the application

Querying from a big dataset is challenging since the dataset is so large. The first (and obvious) application is that this would allow a consumer to quickly query items using searchable attributes like Amazon allows, as well as nonsearchable attributes (like number of reviews, average rating, etc). We could then use this application to build our co-purchasing analysis. From a larger perspective this project is coupled with the importance of discovering ways to interpret large amounts of user and consumer data and finding relations or similarities between that data. Companies are faced with using the data they generate to provide better services and this project replicates that.

1. Difficulties to deal and the challenges

As stated in the previous section, querying the dataset presents a big challenge as the dataset is so large. Thus we will have to use a distributive algorithm to quickly return results of the query. For the co-purchasing part, there are a lot of issues we will have to deal with, namely the sparsity of the co-purchasing data (consumers buy a few items out of millions of possible items). Thus, coming up with an efficient algorithm that satisfies our goal is paramount. Cleaning the data will also be a hurdle that will require us to learn tools and techniques for parsing the data.

1. Goal to achieve

Goal 1: Build an efficient querying algorithm to quickly query our large dataset. We plan on using existing distributive algorithms to do so, as this is a task that has been done to great efficiency before.

Goal 2: Analyze co-purchasing data using a custom algorithm that is based on computer science, economics, and statistics research.

1. Team profile

The team consists of 4 students from different backgrounds who are majoring in economics, statistics, mechanical engineering and computer science.

**2. Datasets and tools**

1. Link and description of the data

This Dataset is an updated version of the [Amazon review dataset](http://jmcauley.ucsd.edu/data/amazon/index_2014.html) (2018). As in the previous version, this dataset included reviews (ratings, text, helpfulness votes), product metadata (descriptions, category information, price, brand, and image features), and links (also viewed/also bought graphs). In addition, this version provides the following features: more reviews, more categories and product metadata. The data has been requested and collected from the following link. <https://nijianmo.github.io/amazon/index.html#code>

1. Tools for parsing the data and data models

As we don’t want to waste valuable resources and time, we will implement our initial ideas on how to implement our co-purchasing analysis in Python (pandas). Once we have a good idea of how we will implement things, we will use Apache Spark through Python.

1. Progress report:

We have started playing around with a very small subset of the data using Python (pandas) in order to better understand the dataset and also to see what would be possible. We have also been doing a lot of research on how to work with the co-purchasing data efficiently in order to output relevant and interesting results.

**3. Tentative timetable for the milestones**

Sept 20 - Submit proposal

Sept 27 - Having sufficiently played around with subsets of the data in Python, create an Amazon EC2 instance and start learning how to use it.

Oct 11 - Finish with initial related work review to give us ideas of how to implement both the query and co-purchasing subprojects.

Oct 7 - Have the data in the EC2 instance.

Oct 18 - Having the data in EC2 instance, using Apache Spark, come up with basic summary stats and EDA. We will also have a better idea on what to do (and a plan to go forward) with the co-purchasing analysis.

Oct 31 - Have the distributive query algorithm design complete.

Nov 8 - Have the distributive co-purchasing algorithm design complete.

Nov 14 - Implement both algorithms to our satisfaction in our EC2 instance.

Nov 15 - Submit the algorithm design for sequential and distributive algorithms (for both the query and co-purchasing parts).

Dec 13 - Finish experimental study/demo and submit